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Exercise 7: Optimizing the Rosenbrock Function (10 Points)
a) In your own words, explain the fundamental difference between normal gradient descent and AdaGrad.

b) The Rosenbrock function is defined as:

z(x, y) = (a− x)2 + b(y − x2)2

Compute the partival derivatives of z for arbitrary a and b!

c) Implement an optimization of the Rosenbrock function for a = 1 and b = 10 using regular gradient
descent and AdaGrad. As starting point, use x = −1 and y = 1 as well as a learning rate of α = 1.
Which method converges to the true minimum, which is the point (a, a2)?

Exercise 8: Solving the XOR Problem Again (10 Points)
Implement AdaGrad, as well as the normal momentum and the Nesterov’s momentum in your implemen-
tation of last week’s exercise and learn the network again. Which one performs best in your experience?

x1 x2 y

1 1 1
-1 1 0
1 -1 0
-1 -1 1


