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QUESTION 16: RNN RECAP (10
POINTS)
Answer the following questions with a maximum
of two phrases:

a) Consider the standard RNN with some activa-
tion function f(x), and matrices W and U and
an input X = (x1, x2, x3, x4, x5) . Write down the
unrolled formula for the final output of the RNN
given X.

b) Comparing LSTMs with GRUs, if we consider
that LSTM and GRUs have the same learning
power, what is the advantage of GRU over
LSTM?

c) What is Gradient Clipping? Why is it impor-
tant?

d) What is a vanishing gradient?
e) What are the main contributions of LSTMs and

GRUs to RNNs.

QUESTION 17: LSTM FEED-
FOWARD (10 POINTS)
Consider the following sequence:

Time(t) x
1 0.7
2 0.5
3 0.7

And the following configuration of an LSTM:

Ug = 0.3 W g = −0.3 bg = 0.1

Uf = 0.25 W f = 0.3 bf = 0

Uq = 0.4 W q = 0.3 bq = 0.2

U = 0.01 W = 0.1 b = 1

h(0) = 0 s(0) = 0

where: h(t) = ReLU(s(t)) ∗ q(t)
and
outputt = σ(h(t) ∗ V + c)

V = 5 c = −1

Perform the foward pass on the whole sequence
with an LSTM. Plot your results for each step. Is
the output from t = 1 the same as t = 3? Why?
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