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Decision Trees 
 

Problem-1:    (Learning Decision Trees) 

 

Consider the following training data: 

 
 

a)  Predict the target variable Play Tennis with the values YES and NO for various Saturdays, 

depending on attributes for each morning. Create a binary decision tree based on the method 

presented in the lecture ("Greedy strategy"). For each node consider the possible splits. Use the 

Gini index as a quality criterion for the split. 

 

 

Problem 2: 

 

Consider the given decision tree as well as the training and validation data set. 

 

a) Using the validation data set, estimate the generalization error of the tree using optimistic and 

pessimistic error approach. 

 

b) Can this tree be pruned? If yes, how? Explain. 



 
 

 

Problem 3: 

 

For each of the following Boolean function in the decision tree: 

 

 
 

In each decision node, is only one variable needs to be queried?  


