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Exercise 5: Logistic Regression (10 Points)
a) Describe the main difference between classification and regression problems!

b) A logistic regression is a binary classifier, where:

ŷ(x;β) =

{
1 if σ(β>x) > 0.5

0 if σ(β>x) ≤ 0.5
(1)

for σ(t) being the sigmoid function:

σ(t) =
1

1 + e−t
(2)

For the data:

x1 x2 y

2 4 1
3 3 1
-4 -2 0
-2 -6 0

perform one iteration of gradient ascent! Initialize all your parameters to zero and use a step size α = 0.5!

c) Perform one iteration of Newton! Again, initialize all your parameters to zero and use a step size
α = 0.5!

Exercise 6: Multiclass Classification (10 Points)
a) Describe the differences between the 1-vs-rest and 1-vs-last approaches for multiclass classification.
What are the positive, what are the negative aspects of each approach?



b) For the following data containg three labels:

x1 x2 y

4 2 1
4 4 1
4 -2 2
2 -4 2
-8 6 3
-2 4 3

three binary 1-vs-rest classifiers have been learned. The resulting model parameters are

β1 =
(
1 1 2

)
β2 =

(
0 2 −3

)
β3 =

(
1 −4 1

)
(3)

Compute the predictions for all the data points and assign labels accordingly. What is the final misclas-
sification rate?
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