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Exercise 5: Simple SVM (5 Points)
Given are the following labeled points:

X =


4 1
3 2.5
2 2.5
1.5 2.5
2 4.5
0.5 1

 y =


1
1
1
−1
−1
−1


and two hyperplanes:

β0 = 1.5 β1 = 1.2 β2 = −1 β̂0 = 0 β̂1 = 1 β̂2 = −1

All points (x1, x2) where:

β0 + β1x1 + β2x2 = 0

form the hyperplane. Plot the points and the two hyperplanes. Which one is better and why?

Exercise 6: SVM with R (5 Points)
Install the libsvm package within R which is called ’e1071’. Call the famous iris data using the variable
’iris’ within R. Shuffle the dataset, take 30% as test data and the remaining instances for train. Learn a
linear SVM and one with RBF kernel. Which one performs better?


