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Exercise 12: Boosting (10 points)
Consider the following dataset consisting of five training examples followed by three test examples:

x1 x2 x3 y
training

- + + -
+ + + +
- + - +
+ + - +

test
+ - - ?
- - - ?
+ - + ?

Perform three rounds of AdaBoost learning on this data in order to predict the test labels. Treat the
labels + and − as real numbers and use Decision-Stumps (one-level decision trees) as the underlying
"weak" predictive model, assuming that each stump minimizes error as much as possible on the training
set.

After running the three iterations, provide your final predictions and comment on the boosted model as
compared to one of the decision trees.



Exercise 13: Mixture of Experts
Product of Experts work similar to mixtures of experts. They split the data into n subsets as

X = (X(1), ..., X(n)), y = (y(1), ..., y(n)),

and then model the joint likelihood of y given univariate data X and model parameters θ as a product
of individual experts:

p(y|X, θ) =
n∏

i=1

pi(y
(i)|X(i), θ(i)).

Show that for pi being the predictive density of a Gaussian process, the product of two GP experts for
a new instance x∗ is proportional to a gaussian distribution with mean µ∗ and variance ρ2∗.

µ∗ = ρ2∗(ρ
−2
1 µ1 + ρ−2

2 µ2)

ρ2∗ = (ρ−2
1 + ρ−2

2 ))−1

Note: µi and ρi are dependent on x∗.

Bonus (10 points)
n R, create a univariate data set that looks approximately like this:

• Think of three linear functions γTi for i = 1, 2, 3 such that their softmax is a gating function for the
respective data clouds

• Learn three (unregularized) linear regressions (one per cloud) and use the gating function from the
previous problem to build a mixture of experts. Use a mixture of experts on all data points and plot
the result.
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