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Subgradient Descent

. 1 1
minimize f(f3, Bo; D) ::W Z [1 _Y(BTX'i-ﬁo)]Jr + 5/\HBH2
(x,y)eD
1
o] 2 XA
(;yy)eD
subgradient g(3, Bo; D) := yl(ﬁ x+Pp)<1
_m Z y
(x,y)eD
y(BTx+Bo)<1
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NN
Subgradient Descent “

(1) learn-linear-svm-subgradient-descent-primal (training predictors z, training targets v,
(2) regularization A, accuracy ¢,

3 step lengths 7;) :

4 n = |z

o 1
9) AB: T ; Yi%i
yi(BTzi+50)<1
. 1 n
(10) Afy = T ; Yi
R i (BT zi+B0)<1
(11) /2) = (1A - m/\)/{— mAB
a2 Bo=Bo—nABo
(13) t:=t+1
(14 while ;|| AB| > ¢
as) return (3, Bo)
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Subgradient Descent (subsample approximation)

Idea:
Do not use all training examples to estimate the error and the gradient,

but just a subsample
p®Wcp

The subsample may vary over steps t.
Then approximate f(-; D) by f(-; D)) in step t.

Extremes:

» all samples.
(subgradient descent)

» just a single (random) sample.
(stochastic subgradient descent)
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Stochastic Subgradient Descent

(1) learn-linear-svm-stochastic-subgradient-descent-primal(training predictors x, training targets v,

2) regularization \, accuracy e,
3) step lengths 7, stop count ;) :
@ n=|z|

(5) [33 =0

6 Bo:=0

7 t:=0

@ 1":=0 t'=0,.. .t—1

99 do

(10) draw i randomly from {1,...,n}

(11) Aﬂ —0yy(BT2i+B0)<1YiTi

(12) Aﬂo = —5% ﬁTrl+ﬁo)<lyz

(13) B = (1 — NS — ntA,B
(14) ﬁo = ,50 - T}tAﬁo

s 1=yl |A]

(16) t=t+1

(170 while Zz?:_ol It >

as return (3, 3o)
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Subgradient Descent with Subsample Approximation

(1) learn-linear-svm-approx-subgradient-descent-primal(training predictors z, training targets v,

2) regularization A, accuracy e,
3) step lengths 7, stop count £,
) subsample size k) :

(5)
(6) [
(7)
(8)

9 t'=0,...t0—1

(10)

(1) draw subset ] randomly from {1, ..., n} with [I| =k
. 1 -

(12 Af:= % ; Yilli

vi(BT@i+B0)<1
. 1 n
(13) ABy = s Z Yi
el
A vi (B 2i+B0)<1
(14) B = (1 - 7}9\)@— nAB
(15) Bo := o — WtA/ﬁio
() Itmedto =, [|AS]
(17) t:=t+1
(1) while S0 1Y > ¢
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Subgradient Descent (subsample approximation)

Shalev-Shwartz, Singer, and Srebro 2007 experimented with
approximations by samples of fixed size k, i.e.,

DO =k, vt

—6-T=1250
—T=31250

[Shalev-Shwartz, Singer, and Srebro 2007]
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Subgradient Descent (subsample approximation)
Shalev-Shwartz, Singer, and Srebro 2007 experimented with
approximations by samples of fixed size k, i.e.,

IDW| =k, WVt

k
[Shalev-Shwartz, Singer, and Srebro 2007]
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Maintaining Small Parameters “

Lemma (Shalev-Shwartz, Singer, and Srebro 2007)
The optimal B* satisfies

1
|| < T
1811 <
Proof.
Due to strong duality for the optimal 3*, 33:

F8) =151 2 [L=y(B Tt Bl + AIS°IP
(x,y)eD
[ * 1 * * 1 *
= f(a ):—56“ TXXT oy Mo +WHQ |1

1
and with 8* = XXT(y ©®a’)
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Maintaining Small Parameters

Proof (ctd.).

1. ., 1 . 1
AP+ S =y (8 Tx 4 B = A1 + o [l
D] D]
(x,y)eD
* 1 * *
MIFIP =5illocll — 50 S0 - y(8Tx o+ B
|D| |D|
(x,y)eD
1
<—|la*|]s and with0<a* <1:
D]
<1
1
~ < —
1511 <
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P
Primal Estimated subgradient solver for SVM (PEGASO@

Basic ideas:

» use subsample approximation with fixed k
(but k = 1, stochastic gradient descent, turns out to be optimal)

> retain # < 1/v/) by rescaling in each step:

_ B
max(L, vX/|5]])

» Decrease step size over time:

1

=Nt
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NN
Decrease Step Size Over Time “

0.9)
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0.7
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0.5)
0.4]
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0.1 —

[Shalev-Shwartz, Singer, and Srebro 2007]
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Pegasos
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(1) learn-linear-svm-pegasos(training predictors z, training targets y,
2 regularization A, accuracy €,

3) stop count ¢, subsample size k) :

)
s

0, =0,...tg—1

(19p  draw subset [ randomly from {1,...,n} with [I| = k
. 1 n
(11) AfB = % E Yil;

il
yi(BT@i+B0)<1
N 1 -
o Afy=—o ; i
yi(BT@i+80)<1
(13) = 1/(At) X .
o Bi=(1-nA)B—nAp
(15) Bo = Bo — mABo
uo 3= B/ max(1, VA|5]])
a1 = || A
(18) ti=t+1
a9 while 0701 > ¢
(20) return (B,B()) o =
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Comparison Dual Coordinate Descent vs. Pegasos “

—DcoL
---DCDI 7S,

Relatize function valus diffarance.

s

o (9

(a) L1-SVM: astro—physu:

Time (s)

astro-physic

—DcoLe

Relative funciion valus differance

i T (5

(c) L1-SVM: news20 (d) L2-SVM: news20

“Taining T ()"

—bcoie
---DODL2-S

i PGD.
~o-TRON

I[C. J. Hsieh et al. 2008
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Comparison Dual Coordinate Descent vs. Pegasos

Tosting aceuracy di
Testing acouracy diference (%)

0 [ i s
Training Tirme (5)
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Basic Idea

Instead of using a nonlinear kernel, e.g., the polynomial kernel of degree d

K(x,z) = (yx"z+r)?

with hyperparameters d, v and r for data x,z € R”,
use the explicit embedding, e.g., for d =1 and r = 1:

o(x) :=(1, \/le, e \/ﬂxn,'yxf, .. ,yx,%, \/2vx1x0,

or more simple

A(X) =(1, X1, oy Xy X2 X2, X1X2, oy Xp—1Xn)

. . |
of dimension %

S \/an—lxn)
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% :

Comparison Linearized Nonlinear vs. Nonlinear Kernel

Linear (LIBLINEAR) RBF (LIBSVM)

Data set‘ C Time (s) Accuracy|

C y Time(s) Accuracy
a%a 32 5.4 84.98 8 0.03125 98.9 85.03
real-sim 1 0.3 97.51| 8 0.5 973.7 97.90
ijcnnl 32 1.6 92.21] 32 2 26.9 98.69
MNIST38 | 0.03125 0.1 96.82 2 0.03125 37.6 99.70
covtype 0.0625 14 76.33 32 32 54,968.1 96.08
webspam 32 25.5 93.15 8 32 15,5711 99.20

Table 4: Comparison of linear SVM and nonlinear SVM with RBF kernel. Time &tonds.

Degree-2 Polynomial Accuracy diff.

Data set Training time (s) .

C LIBLINEAR  LIBSVM Accuracy| Linear RBF
a%a 8 0.03125 1.6 89.8 85.06 0.07 0.02
real-sim | 0.03125 8 59.8 11,2205 98.00 0.49 0.10
iicnnl 0.125 32 10.7 64.2 97.84 5.63 —0.85
MNIST38 2 03125 8.6 18.4 99.20 247 -0.40
covtype 2 8 5,211.9 NA 80.09 3.74 -1598
webspam 8 8 3,228.1 NA 98.44 529 -0.76

Table 5: Training time (in seconds) and testing accuracy of using theed@grelynomial mappin

[Y. Chang et al=2010]
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