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Alternating Parameter / Hyperparameter Learning

Let f be an objective function depending on both, parameters © and
hyperparameters H, e.g.,

£(©, H) := R(Dyain; ©, H) + (O, H)

with a risk R and a regularization r, where usually

Z Uy,y(x;©,H))

R(D;©, H) =Bl ‘
(x,y)ED

with a loss ¢ and a prediction function .
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Alternating Parameter / Hyperparameter Learning

For such an objective function f one could learn parameters and
hyperparameters in an alternating manner (“EM style"):

1 initialize ©, H

2 while not yet converged do

3 © = argming f4(©) := f(©, H)
4 H := argminy fo(H) := (O, H)
5 end

6 return (O, H)

E.g., for a linear SVM (with © := (3, o), H := (C)) minimize:

860, C)i= s . L= y(fo+ BTl + CAT5

’ train| (X7Y)€Dtrain
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Alternating Parameter / Hyperparameter Learning

For such an objective function f one could learn parameters and
hyperparameters in an alternating manner (“EM style"):

1 initialize ©,H

2 while not yet converged do

3 © :=argming f4(©) := (O, H)
4 H := argminy fo(H) := (O, H)
5 end

6 return (O, H)

E.g., for a linear SVM (with © := (3, o), H := (C)) minimize:

(8,00, C) = o S [L—y(fo+ AT +CBT5

| train| (XvY)EDtrain

This will not work as f is linear in C, i.e., minimal for C = 0.
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The Hyperparameter Learning Problem

Let faiib(©, H) be a calibration function, usually just

fealib(©, H) := R(Dcaiib, ©, H)

the risk on a calibration sample.

Hyperparameter Learning Problem: Find ©, H s.t.

(i) H:= arg,_rlnin fealib,@ opt(H) = fca“b(argemin f(©,H),H)
(ii) © := argmin fy(©) := f(©, H)
©
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NN
Example: Grid Search “

If H consists of K different hyperparameters 7, and for each
hyperparameter 1, there are some candidate values

Hic = {nk 1, Mk2s - - s koK,

plausibly spaced in some plausible range, then

H:= argmin faiib,e opt(H) := falib(arg min (O, H), H)
HerK:I Hi ©

are called optimal hyperparameters for grid [ [, Hi (grid search).
» grid search is trivially parallelizable.

» if an optimal hyperparameter is at the border of the grid, its range
should be expanded.

» often a second, narrower grid is searched centered around the optimal
hyperparameters of the first, coarse grid.
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Example: Early Stopping

1 early-stopping(iterate, 1, fealib, tiookahead):

2t:=0,t":=0

3 initialize ©(©

4 while t — t* < tipokahead dO

5 O+ — jterate(f, 1)) // with f(OHD) < F(OO)
6 if falin(©(FY) < fraip(©1)) then

7 t*=t+1

8 end

9 t=t+1

10 end

11 return O(t")

Can early stopping also be understood as hyperparameter learning?
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Example: Early Stopping
early’Stopping(iterate, f, fealibs tlookahead):
t:=0,t":=0
initialize ©(0)
while t — t* < tjookahead dO

if fca,,-b(@(”l)) < fca,,-b(@(t*)) then
t*:=t+1
end
=t+1
10 end
11 return O(t")

Can early stopping also be understood as hyperparameter learning?

» Yes, we learn the hyperparameter t* number of iterations.
» sequential search with lookahead.
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Example: Ridge Regression (w/o intercept) i
Minimize:
1
featib (1) = - BN %)
ey Bt 2 =A™
X7y)€DCa|Ib
with

F() = arg min (3)

6= X AT+
train (

va)GDtrain

Idea: can we replace the search over hyperparameter A by proper
minimization using gradients (e.g., a gradient descent)?

[Chapelle et al. 2002; Keerthi, Sindhwani, and Chapelle 2007]
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Example: Ridge Regression (w/o intercept) i
Minimize:
1
fatib() = — B(A)Tx)?
ib(A) D] > l(y BA) " x)
XvY)eDcallb

with

B(A) = arg)\min H(5)

5 X = BTH AT

(va)eDtrain

fA(B) =

Idea: can we replace the search over hyperparameter A by proper
minimization using gradients (e.g., a gradient descent)?

[Chapelle et al. 2002; Keerthi, Sindhwani, and Chapelle 2007]

Vo (3) = X 2T D)
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Example: Ridge Regression (w/o intercept) i

In matrix notation (and with rescaled \): minimize:
fealib(A) = (Vealib — XealibB(A)) T (Vealib — XealibB(A))
with
B(A) = arg)\min A(B) = (Yerain — XerainB) " (Verain — XerainB) + ABT B

I €. ( trathraln + )\I)B()‘) Xt-rram}/traln

Thus
ap 1
( tralnXtraln+)‘I)8)\( )+/B()‘) =0
9B o
8)\( ) (Xtrathraln + )‘I) B()‘)
Ofcali 0
6/\| b ()\) = _2()/calib callbﬁ) Xcalib 8I§ ()\)
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Example: Ridge Regression (w/o intercept)

Ofcalib
o\

(A) = —2(Yeatib — XealibB(A)) " calubgf()\)

= 20X e~ X)) o ()

= 2(X, ghb(ycalib_ XealibB(A ))) ( tralnXtraln+>‘l) 150‘)

=2(( trathram + AT (Xcalib()/calib - calibﬁ()‘))))Tﬁ(A)
=2d"B())

with

(th;|nXtrain+)\l)d Xca||b(}/ca||b_ callb/B( ))
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Example: Ridge Regression (w/o intercept)

1 ridge-regression-auto-hyper(Xi ain, Virain; Xcalib, Yealibs A0, 77, €):
2 Ai=MX, g =¢€

3 while |g| > e do

4 compute 5: (Xt—rrainXtrain + A/)B = Xt—,vrainYtrain

5 compute d: (th;inXtrain + )\/)d = XcZub(ycalib — Xcalibﬁ)

6 g:=2d"p3

7 A=A —ngl+

8 end

9

return (3, \)
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Example: SVM “

Lemma

Let «v, By be the solution of a SVM with hyperparameters H (i.e., C and

evtl. kernel parametersz. Then for H close to H, the solution of the SVM
with hyperparameters H is &, o with

(Kuw ©yuy)) 0

a €y — C(KU,C Q)/u)/g)eC
(Ku,u QYU.VJ) Yu < B(L)I ) = e, — C(Ku7c @yuyg)ec ,
va 0 — Celyc
dc:=C, dap:=0
with
/0 = {i|a;=0}

/C ::{i|a,-:C}
Iy ={i|0<a;i < C}
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