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Natural Language Modeling: Embeddings I Glove: Global Vectors for Word Representation Recent methods for learning vector space representations of words 

have succeeded in capturing fine-grained semantic and syntactic 
regularities using vector arithmetic, but the origin of these 
regularities has remained opaque. We analyze and make explicit 
the model properties needed for such regularities to emerge in word 
vectors. The result is a new global logbilinear regression model that 
combines the advantages of the two major model families in the 
literature: global matrix factorization and local context window 
methods. Our model efficiently leverages statistical information by 
training only on the nonzero elements in a word-word cooccurrence 
matrix, rather than on the entire sparse matrix or on individual 
context windows in a large corpus. The model produces a vector 
space with meaningful substructure, as evidenced by its 
performance of 75% on a recent word analogy task. It also 
outperforms related models on similarity tasks and named entity 
recognition.

EMNLP 2014 12628 https://www.aclweb.
org/anthology/D14-1162.pdf

Natural Language Modeling: Embeddings I Distributed Representations of Words and 
Phrases and their Compositionality

The recently introduced continuous Skip-gram model is an efficient 
method for learning high-quality distributed vector representations 
that capture a large number of precise syntactic and semantic word 
relationships. In this paper we present several extensions that 
improve both the quality of the vectors and the training speed. By 
subsampling of the frequent words we obtain significant speedup 
and also learn more regular word representations. We also describe 
a simple alternative to the hierarchical softmax called negative 
sampling. An inherent limitation of word representations is their 
indifference to word order and their inability to represent idiomatic 
phrases. For example, the meanings of "Canada" and "Air" cannot 
be easily combined to obtain "Air Canada". Motivated by this 
example, we present a simple method for finding phrases in text, 
and show that learning good vector representations for millions of 
phrases is possible.

NeurIPS, 2013 18862 https://arxiv.org/pdf/1310.4546.pdf

Natural language Understanding I: Sentiment Analysis A Convolutional Neural Network for Modelling 
Sentences

The ability to accurately represent sentences is central to language 
understanding. We describe a convolutional architecture dubbed 
the Dynamic Convolutional Neural Network (DCNN) that we adopt 
for the semantic modelling of sentences. The network uses 
Dynamic k-Max Pooling, a global pooling operation over linear 
sequences. The network handles input sentences of varying length 
and induces a feature graph over the sentence that is capable of 
explicitly capturing short and long-range relations. The network 
does not rely on a parse tree and is easily applicable to any 
language. We test the DCNN in four experiments: small scale 
binary and multi-class sentiment prediction, six-way question 
classification and Twitter sentiment prediction by distant 
supervision. The network achieves excellent performance in the first 
three tasks and a greater than 25% error reduction in the last task 
with respect to the strongest baseline.

ACL, 2014 1838 https://arxiv.org/pdf/1404.2188.pdf

Natural language Understanding I: Sentiment Analysis Improved Semantic Representations From Tree-
Structured Long Short-Term Memory Networks

Because of their superior ability to preserve sequence information 
over time, Long Short-Term Memory (LSTM) networks, a type of 
recurrent neural network with a more complex computational unit, 
have obtained strong results on a variety of sequence modeling 
tasks. The only underlying LSTM structure that has been explored 
so far is a linear chain. However, natural language exhibits syntactic 
properties that would naturally combine words to phrases. We 
introduce the Tree-LSTM, a generalization of LSTMs to tree-
structured network topologies. Tree-LSTMs outperform all existing 
systems and strong LSTM baselines on two tasks: predicting the 
semantic relatedness of two sentences (SemEval 2014, Task 1) 
and sentiment classification (Stanford Sentiment Treebank).

ACL, 2015 1214 https://arxiv.org/abs/1503.00075

Natural language Understanding II: Question/Answering Reading Wikipedia to Answer Open-Domain 
Questions

This paper proposes to tackle open- domain question answering 
using Wikipedia as the unique knowledge source: the answer to any 
factoid question is a text span in a Wikipedia article. This task of 
machine reading at scale combines the challenges of document 
retrieval (finding the relevant articles) with that of machine 
comprehension of text (identifying the answer spans from those 
articles). Our approach combines a search component based on 
bigram hashing and TF-IDF matching with a multi-layer recurrent 
neural network model trained to detect answers in Wikipedia 
paragraphs. Our experiments on multiple existing QA datasets 
indicate that (1) both modules are highly competitive with respect to 
existing counterparts and (2) multitask learning using distant 
supervision on their combination is an effective complete system on 
this challenging task.

ACL, 2017 295 https://arxiv.org/abs/1704.00051
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Natural language Understanding II: Question/Answering ReasoNet: Learning to Stop Reading in Machine 
Comprehension

Teaching a computer to read and answer general questions 
pertaining to a document is a challenging yet unsolved problem. In 
this paper, we describe a novel neural network architecture called 
the Reasoning Network (ReasoNet) for machine comprehension 
tasks. ReasoNets make use of multiple turns to effectively exploit 
and then reason over the relation among queries, documents, and 
answers. Different from previous approaches using a fixed number 
of turns during inference, ReasoNets introduce a termination state 
to relax this constraint on the reasoning depth. With the use of 
reinforcement learning, ReasoNets can dynamically determine 
whether to continue the comprehension process after digesting 
intermediate results, or to terminate reading when it concludes that 
existing information is adequate to produce an answer. ReasoNets 
achieve superior performance in machine comprehension datasets, 
including unstructured CNN and Daily Mail datasets, the Stanford 
SQuAD dataset, and a structured Graph Reachability dataset.

KDD, 2017 200 https://arxiv.org/abs/1609.05284

Natural Language Understanding III: Text Summarization Neural Summarization by Extracting Sentences 
and Words

Traditional approaches to extractive summarization rely heavily on 
human-engineered features. In this work we propose a data-driven 
approach based on neural networks and continuous sentence 
features. We develop a general framework for single-document 
summarization composed of a hierarchical document encoder and 
an attention-based extractor. This architecture allows us to develop 
different classes of summarization models which can extract 
sentences or words. We train our models on large scale corpora 
containing hundreds of thousands of document-summary pairs. 
Experimental results on two summarization datasets demonstrate 
that our models obtain results comparable to the state of the art 
without any access to linguistic annotation.

ACL, 2016 229 https://arxiv.org/abs/1603.07252

Natural Language Understanding III: Text Summarization SummaRuNNer: A Recurrent Neural Network 
based Sequence Model for Extractive 
Summarization of Documents

We present SummaRuNNer, a Recurrent Neural Network (RNN) 
based sequence model for extractive summarization of documents 
and show that it achieves performance better than or comparable to 
state-of-the-art. Our model has the additional advantage of being 
very interpretable, since it allows visualization of its predictions 
broken up by abstract features such as information content, 
salience and novelty. Another novel contribution of our work is 
abstractive training of our extractive model that can train on human 
generated reference summaries alone, eliminating the need for 
sentence-level extractive labels.

AAAI, 2017 341 https://arxiv.org/abs/1611.04230

Natural Language Translation I Sequence to sequence learning with neural networksDeep Neural Networks (DNNs) are powerful models that have 
achieved excellent performance on difficult learning tasks. Although 
DNNs work well whenever large labeled training sets are available, 
they cannot be used to map sequences to sequences. In this paper, 
we present a general end-to-end approach to sequence learning 
that makes minimal assumptions on the sequence structure. Our 
method uses a multilayered Long Short-Term Memory (LSTM) to 
map the input sequence to a vector of a fixed dimensionality, and 
then another deep LSTM to decode the target sequence from the 
vector. Our main result is that on an English to French translation 
task from the WMT-14 dataset, the translations produced by the 
LSTM achieve a BLEU score of 34.8 on the entire test set, where 
the LSTM's BLEU score was penalized on out-of-vocabulary words. 
Additionally, the LSTM did not have difficulty on long sentences. For 
comparison, a phrase-based SMT system achieves a BLEU score 
of 33.3 on the same dataset. When we used the LSTM to rerank the 
1000 hypotheses produced by the aforementioned SMT system, its 
BLEU score increases to 36.5, which is close to the previous state 
of the art. The LSTM also learned sensible phrase and sentence 
representations that are sensitive to word order and are relatively 
invariant to the active and the passive voice. Finally, we found that 
reversing the order of the words in all source sentences (but not 
target sentences) improved the LSTM's performance markedly, 
because doing so introduced many short term dependencies 
between the source and the target sentence which made the 
optimization problem easier.

NeurIPS, 2014 6991 http://papers.nips.cc/paper/5346-
sequence-to-sequence-learning-
with-neural-
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Natural Language Translation I Multi-task Sequence to Sequence Learning Sequence to sequence learning has recently emerged as a new 
paradigm in supervised learning. To date, most of its applications 
focused on only one task and not much work explored this 
framework for multiple tasks. This paper examines three multi-task 
learning (MTL) settings for sequence to sequence models: (a) the 
oneto-many setting - where the encoder is shared between several 
tasks such as machine translation and syntactic parsing, (b) the 
many-to-one setting - useful when only the decoder can be shared, 
as in the case of translation and image caption generation, and (c) 
the many-to-many setting - where multiple encoders and decoders 
are shared, which is the case with unsupervised objectives and 
translation. Our results show that training on a small amount of 
parsing and image caption data can improve the translation quality 
between English and German by up to 1.5 BLEU points over strong 
single-task baselines on the WMT benchmarks. Furthermore, we 
have established a new state-of-the-art result in constituent parsing 
with 93.0 F1. Lastly, we reveal interesting properties of the two 
unsupervised learning objectives, autoencoder and skip-thought, in 
the MTL context: autoencoder helps less in terms of perplexities but 
more on BLEU scores compared to skip-thought.

ICLR, 2016 465 https://arxiv.org/abs/1511.06114

Natural Language Translation II: Attention Mechanism Neural Machine Translation by Jointly Learning to Align and TranslateNeural machine translation is a recently proposed approach to 
machine translation. Unlike the traditional statistical machine 
translation, the neural machine translation aims at building a single 
neural network that can be jointly tuned to maximize the translation 
performance. The models proposed recently for neural machine 
translation often belong to a family of encoder-decoders and 
consists of an encoder that encodes a source sentence into a fixed-
length vector from which a decoder generates a translation. In this 
paper, we conjecture that the use of a fixed-length vector is a 
bottleneck in improving the performance of this basic encoder-
decoder architecture, and propose to extend this by allowing a 
model to automatically (soft-)search for parts of a source sentence 
that are relevant to predicting a target word, without having to form 
these parts as a hard segment explicitly. With this new approach, 
we achieve a translation performance comparable to the existing 
state-of-the-art phrase-based system on the task of English-to-
French translation. Furthermore, qualitative analysis reveals that the 
(soft-)alignments found by the model agree well with our intuition.

ICLR 2015 11184 https://arxiv.org/abs/1409.0473

Natural Language Translation II: Attention Mechanism Attention is all you need The dominant sequence transduction models are based on complex 
recurrent orconvolutional neural networks in an encoder and 
decoder configuration. The best performing such models also 
connect the encoder and decoder through an attentionm 
echanisms. We propose a novel, simple network architecture based 
solely onan attention mechanism, dispensing with recurrence and 
convolutions entirely.Experiments on two machine translation tasks 
show these models to be superiorin quality while being more 
parallelizable and requiring significantly less timeto train. Our single 
model with 165 million parameters, achieves 27.5 BLEU onEnglish-
to-German translation, improving over the existing best ensemble 
result by over 1 BLEU. On English-to-French translation, we 
outperform the previoussingle state-of-the-art with model by 0.7 
BLEU, achieving a BLEU score of 41.1.

NeurIPS 2017 2427 http://papers.nips.cc/paper/7181-
attention-is-all-you-need

Audio Generation WaveNet: A Generative Model for Raw Audio This paper introduces WaveNet, a deep neural network for 
generating raw audio waveforms. The model is fully probabilistic 
and autoregressive, with the predictive distribution for each audio 
sample conditioned on all previous ones; nonetheless we show that 
it can be efficiently trained on data with tens of thousands of 
samples per second of audio. When applied to text-to-speech, it 
yields state-of-the-art performance, with human listeners rating it as 
significantly more natural sounding than the best parametric and 
concatenative systems for both English and Mandarin. A single 
WaveNet can capture the characteristics of many different speakers 
with equal fidelity, and can switch between them by conditioning on 
the speaker identity. When trained to model music, we find that it 
generates novel and often highly realistic musical fragments. We 
also show that it can be employed as a discriminative model, 
returning promising results for phoneme recognition.

Arxiv, Unpublished 1686 https://arxiv.org/abs/1609.03499
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Audio Generation Neural Audio Synthesis of Musical Notes with WaveNet AutoencodersGenerative models in vision have seen rapid progress due to 
algorithmic improvements and the availability of high-quality image 
datasets. In this paper, we offer contributions in both these areas to 
enable similar progress in audio modeling. First, we detail a 
powerful new WaveNet-style autoencoder model that conditions an 
autoregressive decoder on temporal codes learned from the raw 
audio waveform. Second, we introduce NSynth, a large-scale and 
high-quality dataset of musical notes that is an order of magnitude 
larger than comparable public datasets. Using NSynth, we 
demonstrate improved qualitative and quantitative performance of 
the WaveNet autoencoder over a well-tuned spectral autoencoder 
baseline. Finally, we show that the model learns a manifold of 
embeddings that allows for morphing between instruments, 
meaningfully interpolating in timbre to create new types of sounds 
that are realistic and expressive.

ICML 2017 199 https://arxiv.org/abs/1704.01279

Speech Deep Speech: Scaling up end-to-end speech recognitionWe present a state-of-the-art speech recognition system developed 
using end-to-end deep learning. Our architecture is significantly 
simpler than traditional speech systems, which rely on laboriously 
engineered processing pipelines; these traditional systems also 
tend to perform poorly when used in noisy environments. In 
contrast, our system does not need hand-designed components to 
model background noise, reverberation, or speaker variation, but 
instead directly learns a function that is robust to such effects. We 
do not need a phoneme dictionary, nor even the concept of a 
"phoneme." Key to our approach is a well-optimized RNN training 
system that uses multiple GPUs, as well as a set of novel data 
synthesis techniques that allow us to efficiently obtain a large 
amount of varied data for training. Our system, called Deep Speech, 
outperforms previously published results on the widely studied 
Switchboard Hub5'00, achieving 16.0% error on the full test set. 
Deep Speech also handles challenging noisy environments better 
than widely used, state-of-the-art commercial speech systems.

Arxiv, Unpublished? 2014 1021 https://arxiv.org/pdf/1412.5567.pdf

Speech Listen, Attend and Spell We present Listen, Attend and Spell (LAS), a neural network that 
learns to transcribe speech utterances to characters. Unlike 
traditional DNN-HMM models, this model learns all the components 
of a speech recognizer jointly. Our system has two components: a 
listener and a speller. The listener is a pyramidal recurrent network 
encoder that accepts filter bank spectra as inputs. The speller is an 
attention-based recurrent network decoder that emits characters as 
outputs. The network produces character sequences without 
making any independence assumptions between the characters. 
This is the key improvement of LAS over previous end-to-end CTC 
models. On a subset of the Google voice search task, LAS achieves 
a word error rate (WER) of 14.1% without a dictionary or a language 
model, and 10.3% with language model rescoring over the top 32 
beams. By comparison, the state-of-the-art CLDNN-HMM model 
achieves a WER of 8.0%.

Arxiv, Unpublished? 2015 262 https://arxiv.org/abs/1508.01211

Caption Generation Show and Tell: A Neural Image Caption Generator Automatically describing the content of an image is a fundamental 
problem in artificial intelligence that connects computer vision and 
natural language processing. In this paper, we present a generative 
model based on a deep recurrent architecture that combines recent 
advances in computer vision and machine translation and that can 
be used to generate natural sentences describing an image. The 
model is trained to maximize the likelihood of the target description 
sentence given the training image. Experiments on several datasets 
show the accuracy of the model and the fluency of the language it 
learns solely from image descriptions. Our model is often quite 
accurate, which we verify both qualitatively and quantitatively. For 
instance, while the current state-of-the-art BLEU score (the higher 
the better) on the Pascal dataset is 25, our approach yields 59, to 
be compared to human performance around 69. We also show 
BLEU score improvements on Flickr30k, from 56 to 66, and on 
SBU, from 19 to 28. Lastly, on the newly released COCO dataset, 
we achieve a BLEU-4 of 27.7, which is the current state-of-the-art.

CVPR, 2015 2619 https://www.cv-foundation.
org/openaccess/content_cvpr_201
5/html/Vinyals_Show_and_Tell_20
15_CVPR_paper.html
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Caption Generation VQA: Visual Question Answering We propose the task of free-form and open-ended Visual Question 
Answering (VQA). Given an image and a natural language question 
about the image, the task is to provide an accurate natural 
language answer. Mirroring real-world scenarios, such as helping 
the visually impaired, both the questions and answers are open-
ended. Visual questions selectively target different areas of an 
image, including background details and underlying context. As a 
result, a system that succeeds at VQA typically needs a more 
detailed understanding of the image and complex reasoning than a 
system producing generic image captions. Moreover, VQA is 
amenable to automatic evaluation, since many open-ended 
answers contain only a few words or a closed set of answers that 
can be provided in a multiple-choice format. We provide a dataset 
containing 0.25M images, 0.76M questions, and 10M answers 
(www.visualqa.org), and discuss the information it provides. 
Numerous baselines for VQA are provided and compared with 
human performance.

ICCV, 2015 1742 http://openaccess.thecvf.
com/content_iccv_2015/html/Antol
_VQA_Visual_Question_ICCV_201
5_paper.html

Natural Language Modeling: Embeddings II BERT: Pre-training of Deep Bidirectional 
Transformers for Language Understanding

We introduce a new language representation model called BERT, 
which stands for Bidirectional Encoder Representations from 
Transformers. Unlike recent language representation models, BERT 
is designed to pre-train deep bidirectional representations by jointly 
conditioning on both left and right context in all layers. As a result, 
the pre-trained BERT representations can be fine-tuned with just 
one additional output layer to create state-of-the-art models for a 
wide range of tasks, such as question answering and language 
inference, without substantial task-specific architecture 
modifications.
BERT is conceptually simple and empirically powerful. It obtains 
new state-of-the-art results on eleven natural language processing 
tasks, including pushing the GLUE benchmark to 80.4% (7.6% 
absolute improvement), MultiNLI accuracy to 86.7 (5.6% absolute 
improvement) and the SQuAD v1.1 question answering Test F1 to 
93.2 (1.5% absolute improvement), outperforming human 
performance by 2.0%.

Arxiv, Unpublished, 2018 4643 https://arxiv.org/abs/1810.04805

Natural Language Modeling: Embeddings II Language Models are Unsupervised Multitask 
Learners

Natural language processing tasks, such as question answering, 
machine translation, reading comprehension, and summarization, 
are typically approached with supervised learning on taskspecific 
datasets. We demonstrate that language models begin to learn 
these tasks without any explicit supervision when trained on a new 
dataset of millions of webpages called WebText. When conditioned 
on a document plus questions, the answers generated by the 
language model reach 55 F1 on the CoQA dataset - matching or 
exceeding the performance of 3 out of 4 baseline systems without 
using the 127,000+ training examples.
The capacity of the language model is essential to the success of 
zero-shot task transfer and increasing it improves performance in a 
log-linear fashion across tasks. Our largest model, GPT-2, is a 1.5B 
parameter Transformer that achieves state of the art results on 7 
out of 8 tested language modeling datasets in a zero-shot setting 
but still underfits WebText. Samples from the model reflect these 
improvements and contain coherent paragraphs of text. These 
findings suggest a promising path towards building language 
processing systems which learn to perform tasks from their naturally 
occurring demonstrations.

Unpublished, 2019 388 https://openai.com/blog/better-
language-models/
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