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oOnline Update: This topic deals with the updating the recommender system algorithms in inline/streaming way to increase the 
scalability , performance and accuracy of the systems 

oMotivation for Online Update:

• In today’s big data environment, scalability of the algorithm is a challenge

• User feedback is continuously being generated at unpredictable rates, which requires the algorithm to adapt and learn faster 

• Users’ preferences are also not static, it change with time

oPapers:

1. Incremental Singular Value Decomposition Algorithms for Highly Scalable Recommender Systems (Sarwar, Badrul, et al. Fifth 
International Conference on Computer and Information Science. 2002 )

2. Vinagre, João, Alípio Mário Jorge, and João Gama. "Fast incremental matrix factorization for recommendation with positive-
only feedback. "International Conference on User Modeling, Adaptation, and Personalization. Springer International 
Publishing, 2014 

3. Matuszyk, Pawel, et al. "Forgetting methods for incremental matrix factorization in recommender systems." Proceedings of 
the 30th Annual ACM Symposium on Applied Computing. ACM, 2015. 

o The presentation order follows the chronological order of the publication date of the papers

Introduction of the Topic
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Presented by – Manish Mishra

Paper 1: Incremental singular value decomposition 
algorithms for highly scalable recommender systems
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oMotivation and hypothesis

oState of art

• Singular value decomposition (SVD)

• Challenges of dimensionality reduction

oIncremental SVD algorithm

oExperimental evaluation

oResults

oConclusion and future work

Structure
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Motivation:
oTo investigate the use of dimensionality reduction for improving performance of Recommender Systems

oCollaborative filtering (CF) - based recommender systems are rapidly becoming a crucial tool

oIncreasing amount of customer data poses two key challenges for CF based systems: 

• Quality of recommendations 

• Scalability

oSingular Value Decomposition (SVD) based recommendations algorithms can produce fast, high quality 
recommendations but has to undergo very expensive matrix factorization steps

Introduction

Hypothesis: 
o The paper suggests an incremental model building technique for SVD-

based CF that has potential to be highly scalable while producing good 
predictive accuracy 

o Experimental results show that the overall algorithm works twice as fast 
while producing similar prediction accuracy
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Matrix factorization technique for producing low-rank approximations

 

                                                          =                              

U and V are orthogonal matrices 

S is a diagonal matrix with only r nonzero entries such that si > 0 and s1 ≥ s2 ≥ . . . ≥ sr where r is 
the rank of matrix A

The r columns of U corresponding to the nonzero singular values span the column space 
(eigenvectors of AAT) , and the r columns of V span the row space of the matrix A (eigenvectors of 
ATA)
 

State of the art: Singular Value Decomposition (SVD)
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oIt is possible to retain only k << r singular values by discarding other entries (Sk diagonal matrix). 

oThe reconstructed matrix Ak = Uk.Sk.VkT is a rank-k matrix that is the closest approximation to the original matrix A  

o Better than the original space itself due to the filtering out of the small singular values that introduce “noise” in the 
customer-product relationship. 

oThis produces a set of uncorrelated eigenvectors. Each customer and product is represented by its corresponding 
eigenvector. 

 
 

State of the art: Singular Value Decomposition (SVD) 
contd..
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State of the art: Singular Value Decomposition (SVD) 
contd..

 

Where,
       is the prediction for ith customer and jth product
           is the row average 

Once the SVD decomposition is done, the prediction generation process 
involves only a dot product computation, which takes O(1) time, since k is a 
constant 
 
 
 

 
 

Prediction Generation Using SVD
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The entire recommender system algorithm works in two separate steps:

o Offline or model-building step 

•User-user similarity computation and neighborhood formation i.e. SVD decomposition

• Time consuming and infrequent

• Run-time of O(m3) for matrix Am x n

o On-line or the execution step 

• Actual prediction generation

• O(1) 

 
 
 
 

 
 

Challenges of Dimensionality 
Reduction

State of the art
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o  The idea is borrowed from the Latent Semantic Indexing  (LSI) world to handle dynamic databases

oLSI is a conceptual indexing technique which uses the SVD to estimate the underlying latent semantic structure 
of the word to document association.

oProjection of additional users provides good approximation to the complete model

oAuthors build a suitably sized model first and then use projections to incrementally build on that

oErrors induced as the space is not orthogonal

Incremental SVD Algorithm
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Algorithm: Folding –in (As per the paper)

•Project the new user vector Nu (t x1) as 

P= Uk × Uk T × Nu

•Append k-dimensional vector UkT.Nu as new column of 
the k x n matrix Sk.VkT

 
 

Incremental SVD Algorithm contd..

Algorithm: Folding –in 
(Reference [2])
• To fold in a new user vector u (1x 

n), a projection     onto the current 
product vectors (Vk) is computed 
as 

•  Similarly to fold in a new product 
vector d (mx1), a projection      
onto the current user vectors (Uk) 
is computed as 
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û
1

1ˆ
−

× = kkk SuVu

*Ref: 
[1]



Pseudo Code: Folding-in

Input:                                     ,

Output:

1   For i=1 to u do

2

3                    := Append         in U

4  end 

5 return 

  

 
 

Incremental SVD Algorithm contd..

13

Online Update                                                               
                                                              Manish Mishra 
                

T
nkkkkmnm VSUA ×××× = ..

T
nkkkkumnum VSUA ×××+×+ = ..)(

'
)(

nud ×

1..ˆ −
××××

= kkknniki
SVdd thth

kimU ×+ )( kith
d

×
ˆ

T
nkkkkum VSU ×××+ ..)(



o Evaluation Metric

•  Mean Absolute Error (MAE) =  

 where, 

<pi – qi> is a ratings – prediction pair
 
 
 
 

Experiment Details
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Data Parameters Description

Data source MovieLens  (www.movielens.umn.edu)

Ratings 100,000 ratings (Users with 20 or more ratings 
considered)

User-Movie matrix 943 users (rows) and 1682 movies (columns)

Test-Training ratio X : 80%, 50% and 20%

http://www.movielens.umn.edu/


o Two hyper parameters need to be optimized before the experiment

1. The number of dimensions (k): Optimized by performing prediction experiments over different 
dimensions each time. The results were plotted and k=14 was obtained as an optimal value

2. The threshold model size (basis size): Optimized by performing experiments with a fix basis size and 
computing the SVD model by projecting the rest of (total -basis) users using the folding-in technique. MAE 
was plotted for the experiments and the optimal basis size was chosen

o These hyper parameters are used to build an initial SVD model (A=USVT) and then use the folding-in technique 
to incrementally compute the SVD model for additional users 

o10-fold cross validation by selecting random training and test data for all our experiments 
 
 
 
 
 
 

Experiment Procedure
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Model Size

Optimal reduced Rank k =14 was found 
empirically

(943 – Model size) is projected using 
folding-in

Select a basis size 
that is small enough 

to produce fast model 
building yet large 

enough to produce 
good prediction 

quality 
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Results

Quality Performance

MAE x = 0.8 = 0.733 (full model size) and 
0.742 (model size of 600) (only 1.22% quality 
drop) 
=> Even with a small basis size it is possible 
to obtain a good quality 

Corresponding to x=0.8, at basis size 600 
throughput rate s is 88.82 whereas at basis 
size 943(full model) throughput rate becomes 
48.9. So there is 81.63% performance gain
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o The SVD-based recommendation generation technique leads to very fast online 
performance but computing the SVD is very expensive  

o The Incremental SVD algorithms, based on folding-in, can help recommender 
systems achieve high scalability while providing good predictive accuracy 

o The folding-in technique requires less time and storage space

Conclusion
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o SVD based recommender systems has following limitations
•  Can not be applied on sparse data

•  doesn’t have regularization 

oFuture work led to better matrix factorization techniques to handle 
these limitations 
o Importance of the papers lies in starting the discussion on “Online 
Update” for recommender systems

Paper Evaluation
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5. Wikipedia
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Example:
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Latent Semantic Indexing and Updating 
(Folding-in) Example

Original Data

Term-Document 
Matrix of Original 

Data

o  These titles are based 
on two topics : the “c" 
documents refer to 
human-computer 
interaction and the “m" 
documents refer to 
group theory

o  The elements of this 
129 term-document 
matrix are the 
frequencies in which a 
term occurs in a 
document or title

*Ref: 
[4]

*Ref: 
[4]



Example:
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SVD: Selecting k=2, the best rank-2 
approximation to A

S
2

*Ref: 
[4]



Example:
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Two-dimensional plot of terms and documents for 
the 12x9 

Terms Representation: 
X-axis:1st column of U2 
scaled by s1 
Y-axis:2nd column of U2 
scaled by s2

Documents Representation:
X-axis: 1st column of V2 
scaled by s1
Y-axis: 2nd column of V2 
scaled by s2Notice the documents and 
terms pertaining to human 
computer interaction are 
clustered around the x-axis 
and the graph theory-related 
terms and documents are 
clustered around the y-axis

*Ref: 
[4]



Example:
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Folding-in

Suppose another document d= “human computer” needs to be added
Then,
Document vector d12x1 = [1 0 1 0 0 0 0 0 0 0 0 0] T
Projection of d12x1 will be 

This can be appended  as column in VT to give UmxkSkxkVTkx(n+1)

 

*Ref: 
[4]
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Introduction

Motivation:

o The optimization process of batch SGD requires several iterations through the 
entire data set 

o This procedure holds good for stationary data however, its not acceptable for 
streaming data
• As number of observations increases, repeatedly visiting all the available 

data becomes too expensive
Hypothesis: 

o The paper introduce a simple but fast Incremental Matrix Factorization algorithm 
for positive – only feedback

o Experimental results show that the overall algorithm has competitive accuracy, 
while being significantly faster
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Introduction

o The purpose of recommender systems is to aid users in the usually 

overwhelming choice of items from a large item collection

o Collaborative Filtering (CF) is a popular technique to infer unknown user 

preferences from a set of known user preferences

o Collaborative filtering is a method of making automatic predictions (filtering) 

about the interests of a user by collecting preferences or taste information 

from many users (collaborating)
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Batch Stochastic Gradient Descent (SGD)

• Edit Master text styles
• Second level
• Third level

• Fourth level
• Fifth level

o The advantage of BSGD is that complexity grows linearly with the number of known 
ratings in the training set, actually taking advantage of the high sparsity of R
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Classic evaluation methodologies for recommender systems begin by splitting the ratings dataset 

in two subsets – training set and testing set – randomly choosing data elements from the 

initial dataset. However, there are some issues:

o Dataset ordering

o Time awareness

o Online updates

o Session grouping

o Recommendation bias

Evaluation Issues

29

Online Update                                                                                                          
          Raghavendran Tata                 



Proposed Algorithm -- Incremental Matrix Factorization 
for item prediction

o The Algorithm 1 proposed consists of Batch procedure requiring several passes through the dataset to train a model

• Easy – stationary environment

• Much difficult and more expensive – moving / streaming data

o Algorithm 2 proposed is called Incremental SGD and has 2 differences when compared to Algorithm 1

• At each observation < u, i >, the adjustments to factor matrices A and B are made in a single step

• No data shuffling – or any other pre-processing is performed

o Since, we deal with positive only feedback we assume numerical values for True Values as “1” and error is measured as 

• The Matrix R contains either true values – for positively rated items – or false values – for unrated items (we assume false 
values as missing values)

30
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Algorithm
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Example with Datasets

o To support the proposed solution, the Author’s have considered 4 different datasets with 
4 Algorithm's and compared the values “Update Time” for set N 

o The Algorithms considered are:
• Incremental Stochastic Gradient Descent (ISGD)
• Bayesian Personalized Ranking MF (BPRMF)
• Weighted Bayesian Personalized Ranking MF (IBPRMF)
• User Based Nearest Neighbour's algorithm (UKNN)
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Example with Datasets
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Example with Datasets
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oConclusion

• Proposed fast matrix factorization algorithm dealing with positive only user 
feedback

• Proposed prequential evaluation framework for streaming data

• By testing data sets with other incremental algorithms, ISGD is faster with 
competitive accuracy

o Future Work
o Better understanding of the effects of dataset properties such as

• Sparseness

• User-Item Ratios

• Frequency Distributions 

Conclusion and Future Work
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Presented by – Niraj Dev Pandey

Paper 03 – Selective Forgetting for 
Incremental Matrix Factorization 
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• Instant Based                                              

• Time Based
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Motivation:

Introduction

39

o The Recommender systems should reflect current state of preferences at any time point, 
but preferences are not static

o Preferences are subjected to concept drift / even drift i.e. it undergoes permanent changes 
as the taste of Users and perception of Items change over time

o It is important to select the actual data for training models and forget outdated ones

Hypothesis:
o The paper proposes two forgetting techniques for Incremental Matrix Factorization and 

incorporate them into a Stream recommender
o A new evaluation protocol for Recommender Systems in a Streaming Environment is 

introduced and it shows that the forgetting of outdated date increases the quality of 
recommendation substantially 
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Why to forget ? 
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o Users’ preferences are not static 

o Extreme data sparsity 

o Old data doesn’t  reflect the current users’ preferences 

o Training models upon old data decrease the quality of 
our prediction 



Drift 
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o Time-changing data stream

o In order to guaranteed that results are always up-to-date, it is  
necessary to analyze the incoming data in an online manner

o Incorporate new and eliminate old

 Drift software  

o EDDM (Early drift detection method) , MOA , Rapid Miner 

                                                                                               
(https://en.wikipedia.org/wiki/Concept_drift)

 



o Create latent user and items features using    BRISMF algorithm

o It is a pre-phase for actual steam-based training

o Rating matrix ‘R’ should be decomposed into a product of two matrices  R = PQ 

o To Calculate the decomposition SGD is used 

Phase – 1 Initial Training

Methods

 
 
 

 
 

Phase – 2 Stream based Learning 

o Result of Initial training would be input for this section 
o This is prime mode
o Drift or Shift 
o selective forgetting techniques are applied in this mode

42
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Algorithm 1 Incremental Learning with Forgetting
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Instance-based Forgetting

o  If window grows above the predefined size, the oldest rating is 
removed as many       

    times as needed to reduce it back to the size ‘w’

Forgetting Techniques 
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Instance Based Forgetting Algorithm 

• Edit Master text styles
• Second level
• Third level

• Fourth level
• Fifth level
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o New ratings are added into the list of user's ratings ‘ru’
o Window is represented by   ‘w’



Time Based Forgetting Algorithm  
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o Define preferences with respect to time

o In volatile applications time span might be reasonable  



Evaluation Measure – sliding RMSE

oPopular evaluation measure 

oBased on deviation of predicted & real rating 

oCalculating ‘sliding RMSE’ is the same as for RMSE

oTest set T is different 

                                                                       

(where T is a test set)
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RMSE 



o Author’s have dealt with 4 real datasets Movielens 1M, Movielens 100K, Netflix (a 
random sample of 1000 Users) Epinions (extended)

o Used modified version of BRISMF algorithm with and without forgetting 

o Performed grid search to find the approximately optimal parameter setting

Experiments
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Table 1: Average values of sliding RMSE for each dataset (lower values are better). Our 
forgetting strategy outperforms the non forgetting strategy on all datasets 



Experiments (1/2) 

• Edit Master text styles
• Second level
• Third level

• Fourth level
• Fifth level
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Experiments (2/2)
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oWe Investigated selective forgetting techniques for matrix factorization in order to 
improve the quality of recommendations

oWe proposed two techniques, an instance-based and time-based forgetting

oDesigned a new evaluation protocol for stream-based recommenders which takes the 
initial training and temporal aspects into account

o Incorporated them into a modified version of the BRISMF algorithm

oOur approach is based on a user-specific sliding window

o Introduced more appropriate evaluation measures sliding RMSE

oBeneficial to forget the outdated user’s preferences despite of extreme data sparsity 

Conclusion
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Comparisons and Differences
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Incremental SVD

o Incremental model 
building for SVD – Based 
CF systems

o Focus on Scalability of 
Recommender Systems

o Folding - In technique 
that requires less time and 
storage space

Incremental SGD

o Incremental matrix 
factorization (ISGD) 

o Focus on positive only user 
feedback and prequential 
evaluation framework for 
streaming data

Selective Forgetting for 
Incremental Matrix 

Factorization
o Incremental Matrix 

Factorization using 
Forgetting techniques

o Focus on accuracy and 
using recent relevant data

o Modified version of BRISMF 
algorithm 

o Introduced sliding window 
mechanism with limited 
space

o Forget extreme data 
sparsity

https://www.wikipedia.org/
https://www.wikipedia.org/
http://www.slideshare.net/jnvms/incremental-itembased-collaborative-filtering-4095306
http://www.slideshare.net/jnvms/incremental-itembased-collaborative-filtering-4095306
file:///C:/Users/Dell/Downloads/tema_0931.pdf
file:///C:/Users/Dell/Downloads/tema_0931.pdf


oAlthough 3 papers deals with slightly different scenarios of the 
Online Update but the “Selective Forgetting for Incremental Matrix 
Factorization” seems to be more generic and hence should be 
winning method

Winning Method
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