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Introduction

To improve customer experience through personalized
recommendations by tracking user behavior in e-commerce

No direct information from the user regarding their preferences

Provide users personalized recommendations for products and
services

Profiling users and products to relate them

Recommender system is based on different strategies
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Basic Approaches of Recommender System

Content Based Approach
Profile for each user or product to characterize its nature
Profiles might include demographic information or answers to
a suitable questionnaire
Resulting profile allow programs to associate users with
matching products
∗ It require gathering external information that might not
available or not easy to collect

Collaborative Filtering (CF)
Relies only on past user behavior without explicit profiles
Analyses relationship between users and interdependence
among the products to find new user-item association
It is Domain Free yet can address the expects of data
∗ CF suffers the cold start problem
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Unique Characteristics of Feedback

Explicit Feedback

Implicit Feedback

Purchase History, browsing history, search patterns or
mouse movements
Analyzing watching habits of anonymized users

No negative Feedback

Implicit feedback is inherently noisy

Preferences and Confidence

Evaluation of implicit-feedback
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Preliminaries

In explicit feedback datasets, values will be the ratings
that indicates the preferences

In implicit feedback datasets, values would indicate
observations

Explicit ratings are typically unknown so algorithms works
is needed
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Neighborhood Models

User-oriented method to estimate unknown ratings based
on recorded ratings of like minded people

Analogous item-oriented approach to estimate ratings
using known ratings of same users on similar items

Predicted value of rui is taken as weighted average of the
ratings for neighboring items:

r̂ui =

∑
jεSk (i ;u) sij ruj∑
jεSk (i ;u) sij
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Latent Factor Model

To uncover latent features that explain observed ratings

SVD Model have gained popularity due to their attractive
accuracy and scalability

min
x∗,y∗

∑
ru,i isknown

rui
(
rui − xTu yi

)2
+ λ

(
‖ xu ‖2 + ‖ yi ‖2

)
λ is used for regularizing the model
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Our Model

Formalize the notion of confidence which rui variable measures

Introduce set of binary variables pui which indicate the preferences
of user u to item i

pui =

{
1 rui > 0

0 rui = 0

Beliefs are associated with varying confidence levels (high or low)

In case pui = 0 there can be many reasons beyond not liking it i.e.
unaware of the existence or limited availability
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Our Model

cui = 1 + αrui

rate of increase is controlled by constant α

min
x∗,y∗

∑
u,i

cui
(
pui − xTu yi

)2
+ λ

(∑
u

‖ xu ‖2 +
∑
i

‖ yi ‖2
)

xu =
(
Y TC uY + λI

)−1
Y TC up (u)

yi =
(
XTC iX + λI

)−1
XTC ip (i)

cui = 1 + α log(1 + rui/ε)
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Explaining Recommendations

Explanation/Description of reason to recommend a specific product
to a user to improve trust

xu = (Y TC uY + λI )−1Y TC up(u)

yT
i (Y TC uY + λI )−1Y TC up(u)

Least square model enables a novel way to compute explanations

p̂ui =
∑

j :ruj>0

suij cuj

It reduces latent factor model into a liner model to predict
preferences as a linear function of past actions
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Data Description

Data collected from Digital Television service on about 300,000 set
top boxes

Data collected with appropriate use end agreements and privacy
policies

Approximately 17,000 unique programs aired during in four week
period-short period deteriorate results and long not add much value

Training data contains rui real values for each user u and program i

Toggle to zero all entriesr tui > 0.5 and log scaling scheme ε = 10−8
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Evaluation Methodology

Ordered list of shows sorted from the one predicted to be most
preferred till least preferred

recall oriented measures

rank =

∑
u,i r

t
uirankui∑
u,i r

t
ui

ranku i = 0 percent means most desireable for user and
ranku i = 100 percent means least desireable
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Evaluation Results

Different number of factors (f) ranging from 10 to 200

First Model: sorting all shows based on their popularity

Second Model: Neighborhood based (item-item)

All as neighbors - not only a set of most popular ones
Cosine similarity for measuring item-item similarity
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Comparison of Factor Model with PR and NM

Figure: 1 Comparing factor model with popularity ranking and neighborhood model
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cdf Probability

Figure: 2 Cumulative distribution function of the probability that a show watched in
the test set falls within top x percentage of recommended shows
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Data Description

raw obsevations to distinct preference-confidence pairs

First: Consider model work directly to given observations

min
x∗,y∗

∑
u,i

(
pui − xTu yi

)2
+ λ1

(∑
u

‖ xu ‖2 +
∑
i

‖ yi ‖2
)

Second: factorizing Deprived binary preferences values

min
x∗,y∗

∑
u,i

(
pui − xTu yi

)2
+ λ2

(∑
u

‖ xu ‖2 +
∑
i

‖ yi ‖2
)
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Analyzing Preference of Factor Model

Figure: 3 Analyzing the performance of the factor model by segregating
users shows based on different criteria
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Conclusion

Collaborative filtering on datasets with implicit feedback

Main findings is that implicit user observations should be
transformed into two pair magnitudes

Preferences (like/dislike )
Confidence Levels

Latent factor algorithm that directly addresses the
preference-confidence paradigm
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Conclusion

Table: 1 Three recommendations with explanations for a single user in
our study. Each recommended show is recommended due to a unique set

of already-watched shows by this user
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Future Work/Recommendations

Balance between unique properties of implicit feedback
datasets and computational scalability

Exploring modifications with a potential to improve
accuracy at the expense of increasing computational
complexity

More careful analysis would split those zero values into
different confidence level based on the availability of the
item.

Adding a dynamic time variable will lead to another
possible extension of the model
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Motivation

• Explicit and Implicit feedback systems are a cornerstone of 
Recommender Systems enabling content to be delivered to user to 
boost profits. Changing nature of items, user preferences, style etc. 
make it necessary to keep the recommendations up-to-date.

• This means our models have to be retrained regularly. The accuracy of 
the models are dependent on the number of features we train the 
model with and that is where we see room for improvement.
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Hypothesis

• Alternating least squares is a powerful tool for Matrix Factorization 
but the training time is proportional to K3 . Where K is the number of 
latent factors. The paper presents as fast ALS variant with comparable 
accuracy to the original ALS method.
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Explicit/Implicit Issues

• Explicit Feedback
• A small subset of data is rated but over a finer scale

• Implicit Feedback
• each user rates each item either positively (viewed ) or negatively(did not view).

• Sparsity of the explicit rating matrix is usually less than 1%, the difference 
in the size of the data is usually several orders of magnitude.

• Time vs Accuracy Trade-Off.
• Higher the time, Higher the accuracy.

• Models are useful only if fast enough to keep up
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Matrix Factorization 1/2

𝑹 = 𝑷𝑸𝑻  𝒓𝒖𝒊 = 𝒑𝒖
𝑻. 𝒒𝒊
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Matrix Factorization 2/2

𝑃∗, 𝑄∗ = 𝑃,𝑄
𝑎𝑟𝑔𝑚𝑖𝑛

 

𝑢,𝑖 ∈𝑅

(𝑒𝑢𝑖
2 + λ. 𝑝𝑢

𝑇 . 𝑝𝑢 + λ. 𝑞𝑖
𝑇 . 𝑞𝑖)

λ 𝑡𝑟𝑎𝑑𝑒𝑠 𝑜𝑓𝑓 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑒𝑟𝑟𝑜𝑟 𝑎𝑛𝑑 𝑠𝑚𝑎𝑙𝑙 𝑚𝑜𝑑𝑒𝑙 𝑤𝑖𝑒𝑔ℎ𝑡

• Minimize the error 
𝑒𝑢𝑖 = 𝑟𝑢𝑖 −  𝑟𝑢𝑖

• Gradient descent or Alternating Least Squares
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Ridge Regression

• Bell and Koren suggested Ridge Regression for CF

• Ridge Regression minimizes the cost function

• Cost function can be minimized with 

• Here

• What could be the problem here?
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Problem

• The cost

• is dependent on computing

• The calculation of A has a complexity of  𝑂 𝐾2 and the matrix 
inversion is 𝑂(𝐾3)
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Vanilla ALS (explicit feedback)

• We have already seen ALS a few times now. ALS alternates between two steps: 
• the P-step fixes Q and recomputes P. 
• the Q-step fixes P and recomputes Q.

• The recomputation of P is performed by solving a separate RR problem for each 
user.

• 𝑝𝑢 is recomputed as

𝐴𝑢 𝑖𝑠 𝑡ℎ𝑒 𝑐𝑜𝑣𝑎𝑟𝑖𝑒𝑛𝑐𝑒 𝑜𝑓
𝑖𝑛𝑝𝑢𝑡𝑠

𝑑𝑢 𝑖𝑠 𝑡ℎ𝑒 𝑐𝑜𝑣𝑎𝑟𝑖𝑒𝑛𝑐𝑒 𝑜𝑓 𝑖𝑛𝑝𝑢𝑡𝑠
𝑎𝑛𝑑 𝑜𝑢𝑡𝑝𝑢𝑡𝑠
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Problem?

• In the P-step a ridge regression is solved for each user, which is

• Similarly, the Q-step requires
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Vanilla ALS (Implicit feedback)

• Assignment of a confidence level to each pair of 𝑅 𝑅 = 𝑁.𝑀

𝑃∗, 𝑄∗ = 𝑃,𝑄
𝑎𝑟𝑔𝑚𝑖𝑛

 

𝑢,𝑖 ∈𝑅

(𝑐𝑢𝑖 . 𝑒𝑢𝑖
2 + λ. 𝑝𝑢

𝑇 . 𝑝𝑢 + λ. 𝑞𝑖
𝑇 . 𝑞𝑖)

• The authors use one restriction, namely if 𝑢 has not watched 𝑖, then 
𝑟𝑢𝑖 = 𝑟0 = 0 and 𝑐𝑢𝑖 = 𝑐0 = 1, where 𝑟0 and 𝑐0are predefined 
constants, typically set to 𝑟0= 0 and 𝑐0 = 1.

• A virtual user is imagined who hasn’t viewed anything
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Cont’d

• 𝐴0 and 𝑑0 are computed for the virtual user.

• So our equations get updated as follows

• Problem here is that Computationally it costs the same.
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Solution: Explicit Feedback 

• Reduce Complexity for

• Originally we were using Ridge Regression to recompute 𝑝𝑢 every 
time while completely ignoring the results of the previous 
recomputation

• The proposition of the paper is to:
• Update one parameter at a time, keeping the rest constant using one entry 

from the matrix 𝑋

• Before updating the next value, we set it to zero and proceed to optimize it.
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Pseudo Code
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Pseudo Code
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Pseudo Code

• How is this better?

• Univariate ridge regression as 
only one vector from the original 
user feature matrix gets used.

• Computationally 𝑂(𝐾𝑛)
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RR1 in action

Cost Matrix Inversion
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RR1 in action

• Optimize one feature at a time: Sum of squared errors: 24.6

• Sum of squared errors: 24.6
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RR1 in action

• Optimize one feature at a time: Sum of squared errors: 24.6

• Sum of squared errors: 7.5
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RR1 in action

• Optimize one feature at a time: Sum of squared errors: 24.6

• Sum of squared errors: 6.2
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RR1 in action

• Optimize one feature at a time: Sum of squared errors: 24.6

• Sum of squared errors: 5.7
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RR1 in action

• Optimize one feature at a time: Sum of squared errors: 24.6

• Sum of squared errors: 5.4
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RR1 in action

• Optimize one feature at a time: Sum of squared errors: 24.6

• Sum of squared errors: 5.0
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RR1 in action

• Optimize one feature at a time: Sum of squared errors: 24.6

• Sum of squared errors: 3.4
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RR1 in action

• Optimize one feature at a time: Sum of squared errors: 24.6

• Sum of squared errors: 0.055
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Solution: Implicit Feedback 

• Use synthetic examples using the Eigenvalue decomposition of 𝐴0

• if a user rates the 𝑔𝑗 examples with confidence level 𝑐𝑗 = 1, the 
resulting covariance matrix 𝐴0

′ will be equal to 𝐴0

Orthogonal Matrix of eigenvectors 
𝑆𝑇 . 𝑆 = 𝑆. 𝑆𝑇 = 𝐼

Diagonal Matrix, non negative 
eigenvectors 

Feature matrix of synthetic 
examples
Feature vector of synthetic 
examples
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Pseudo Code 
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IALS1
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


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




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26.094.142.117.24.1

79.100.104.003.153.0

62.006.052.049.008.1

16.070.078.015.044.0

Z

TT SΛSXX 

TSΛZ :



IALS1
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Experiments

• Netflix Dataset • Repetitive Implicit Feedback Dataset

Probe Set

1408395

Probe10 (Test) set

140840

Train Set

Probe - Probe10(Test) set 

Users items Feedback

215630 73863 9,617,414

Total Days

182

Train Days

181 (9,439,863 events)

Test Day

1 (55,711 events)
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Results

• Netflix Dataset 20 Epochs • Netflix Dataset 25 Epochs
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Results
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RIF

• Assume that the recommendable items are indexed by 𝑖 ranging from 
1 to M. denote whether an item is relevant to the user or not. Then 
the position for item 𝑖 relevant to user 𝑢 is defined as:

• Now we can say that the Relative position will be:

• And finally: 
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Results

• RIF Dataset after 10 epochs • RIF Dataset after 20 epochs
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Results
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Future Work

• Moving to other domains, different from collaborative filtering

• The proposed ALS1 and IALS1 store only the diagonal of the 
covariance matrix. We may relax this restriction and store data also in 
the box-diagonal. This leads to multivariate regression problems but 
with small number of variables.

• At IALS1 gradient descent method can replace RR1, offering the same 
time complexity.
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Conclusion

• Vanilla ALS is computationally complex, restricts the number of latent 
factors thus compromising accuracy

• By using Fast ALS techniques, the training time can be lowered

• The depreciation of accuracy can be supplemented by increasing the 
number of latent factors

• Vanilla ALS needs a Linux cluster of 30 nodes to run for 𝐾 = 1000, the 
method proposed here can compute that on a single station.
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Winning Method

• Apples and Bananas 

• Each Method has its advantages

• ALS1 and IALS1 are much better at speeding up the model learning 
time therefore the second paper wins over the first.

Mofassir ul Islam Arif 62



References

• Y. Hu, Y. Koren, and C. Volinsky. Collaborative filtering for implicit feedback datasets. In ICDM-08, 8th IEEE Int. 
Conf. on Data Mining, pages 263-272 Pisa, Italy, 2008.

• R. M. Bell and Y. Koren. Scalable collaborative filtering with jointly derived neighborhood interpolation 
weights. In ICDM-07, 7th IEEE Intl. Conf. on Data Mining, pages 43-52, Omaha, Nebraska, USA, 2007.

• G. Takacs, I. Pilaszy, B. Nemeth, and D. Tikk.Scalable collaborative filtering approaches for large 
recommender systems. Journal of Machine Learning Research, 10:623{656, 2009.

• Collaborative Filtering Recommender Systems By Michael D. Ekstrand, John T. Riedl and Joseph A. Konstan

• https://jessesw.com/Rec-System/

Mofassir ul Islam Arif 63



Thank you.
Questions?

42
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