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Introduction

To improve customer experience through personalized
recommendations by tracking user behavior in e-commerce

No direct information from the user regarding their preferences

Provide users personalized recommendations for products and
services

Profiling users and products to relate them

Recommender system is based on different strategies

4 / 23 Mumtaz Hussain 271375 Collaborating Filtering for Implicit Feedback Datasets

mailto:mumtaz.hussain@uni-hildesheim.de


Introduction
Research Methodology
Result and Discussion

Basic Approaches of Recommender System
Unique Characteristics of Feedback
Preliminaries

Basic Approaches of Recommender System

Content Based Approach
Profile for each user or product to characterize its nature
Profiles might include demographic information or answers to
a suitable questionnaire
Resulting profile allow programs to associate users with
matching products
∗ It require gathering external information that might not
available or not easy to collect

Collaborative Filtering (CF)
Relies only on past user behavior without explicit profiles
Analyses relationship between users and interdependence
among the products to find new user-item association
It is Domain Free yet can address the expects of data
∗ CF suffers the cold start problem
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Unique Characteristics of Feedback

Explicit Feedback

Implicit Feedback

Purchase History, browsing history, search patterns or
mouse movements
Analyzing watching habits of anonymized users

No negative Feedback

Implicit feedback is inherently noisy

Preferences and Confidence

Evaluation of implicit-feedback
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Preliminaries

In explicit feedback datasets, values will be the ratings
that indicates the preferences

In implicit feedback datasets, values would indicate
observations

Explicit ratings are typically unknown so algorithms works
is needed
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Neighborhood Models

User-oriented method to estimate unknown ratings based
on recorded ratings of like minded people

Analogous item-oriented approach to estimate ratings
using known ratings of same users on similar items

Predicted value of rui is taken as weighted average of the
ratings for neighboring items:

r̂ui =

∑
jεSk (i ;u) sij ruj∑
jεSk (i ;u) sij
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Latent Factor Model

To uncover latent features that explain observed ratings

SVD Model have gained popularity due to their attractive
accuracy and scalability

min
x∗,y∗

∑
ru,i isknown

rui
(
rui − xTu yi

)2
+ λ

(
‖ xu ‖2 + ‖ yi ‖2

)
λ is used for regularizing the model
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Our Model

Formalize the notion of confidence which rui variable measures

Introduce set of binary variables pui which indicate the preferences
of user u to item i

pui =

{
1 rui > 0

0 rui = 0

Beliefs are associated with varying confidence levels (high or low)

In case pui = 0 there can be many reasons beyond not liking it i.e.
unaware of the existence or limited availability
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Our Model

cui = 1 + αrui

rate of increase is controlled by constant α

min
x∗,y∗

∑
u,i

cui
(
pui − xTu yi

)2
+ λ

(∑
u

‖ xu ‖2 +
∑
i

‖ yi ‖2
)

xu =
(
Y TC uY + λI

)−1
Y TC up (u)

yi =
(
XTC iX + λI

)−1
XTC ip (i)

cui = 1 + α log(1 + rui/ε)
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Explaining Recommendations

Explanation/Description of reason to recommend a specific product
to a user to improve trust

xu = (Y TC uY + λI )−1Y TC up(u)

yT
i (Y TC uY + λI )−1Y TC up(u)

Least square model enables a novel way to compute explanations

p̂ui =
∑

j :ruj>0

suij cuj

It reduces latent factor model into a liner model to predict
preferences as a linear function of past actions
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Data Description

Data collected from Digital Television service on about 300,000 set
top boxes

Data collected with appropriate use end agreements and privacy
policies

Approximately 17,000 unique programs aired during in four week
period-short period deteriorate results and long not add much value

Training data contains rui real values for each user u and program i

Toggle to zero all entriesr tui > 0.5 and log scaling scheme ε = 10−8
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Evaluation Methodology

Ordered list of shows sorted from the one predicted to be most
preferred till least preferred

recall oriented measures

rank =

∑
u,i r

t
uirankui∑
u,i r

t
ui

ranku i = 0 percent means most desireable for user and
ranku i = 100 percent means least desireable
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Evaluation Results

Different number of factors (f) ranging from 10 to 200

First Model: sorting all shows based on their popularity

Second Model: Neighborhood based (item-item)

All as neighbors - not only a set of most popular ones
Cosine similarity for measuring item-item similarity
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Comparison of Factor Model with PR and NM

Figure: 1 Comparing factor model with popularity ranking and neighborhood model
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cdf Probability

Figure: 2 Cumulative distribution function of the probability that a show watched in
the test set falls within top x percentage of recommended shows
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Data Description

raw obsevations to distinct preference-confidence pairs

First: Consider model work directly to given observations

min
x∗,y∗

∑
u,i

(
pui − xTu yi

)2
+ λ1

(∑
u

‖ xu ‖2 +
∑
i

‖ yi ‖2
)

Second: factorizing Deprived binary preferences values

min
x∗,y∗

∑
u,i

(
pui − xTu yi

)2
+ λ2

(∑
u

‖ xu ‖2 +
∑
i

‖ yi ‖2
)
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Analyzing Preference of Factor Model

Figure: 3 Analyzing the performance of the factor model by segregating
users shows based on different criteria
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Conclusion

Collaborative filtering on datasets with implicit feedback

Main findings is that implicit user observations should be
transformed into two pair magnitudes

Preferences (like/dislike )
Confidence Levels

Latent factor algorithm that directly addresses the
preference-confidence paradigm
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Conclusion

Table: 1 Three recommendations with explanations for a single user in
our study. Each recommended show is recommended due to a unique set

of already-watched shows by this user
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Future Work/Recommendations

Balance between unique properties of implicit feedback
datasets and computational scalability

Exploring modifications with a potential to improve
accuracy at the expense of increasing computational
complexity

More careful analysis would split those zero values into
different confidence level based on the availability of the
item.

Adding a dynamic time variable will lead to another
possible extension of the model
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RR1 in action

Cost Matrix Inversion
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Thank you.
Questions?
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