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Abstract. Recommender systems help web users to address information overload. Their performance, however, depends on the amount of information that users provide about their preferences. Users are not willing to provide information for a large amount of items, thus the quality of recommendations is affected. Active learning for recommender systems has been proposed in the past, to acquire preference information from users. Early active learning methods for recommender systems used as underlying model either memory-based approaches or the aspect model. However, matrix factorization has been recently demonstrated (especially after the Netflix challenge) as being superior to memory-based approaches or the aspect model. Therefore, it is promising to develop active learning methods based on this prediction model. In this paper, we thoroughly compare matrix factorization with the aspect model to find out which one is more suitable for applying active learning in recommender systems. The results show that beside improving the accuracy of recommendations, the matrix factorization approach also results in drastically reduced user waiting times, i.e., the time that the users wait before being asked a new query. Therefore, it is an ideal choice for using active learning in real-world applications of recommender systems.

1 Introduction

Recommender systems guide users in a personalized way to interesting or useful objects in a large space of possible options. There are several techniques for recommendation and collaborative filtering is one them [1, 2]. Given a domain of items, users give ratings to these items. The recommender system can then compare the user’s ratings to those of other users, find the most similar users
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based on some criterion of similarity, and recommend items that similar users have already liked.

Evidently, the performance of recommender systems depends on the number of ratings that the users provide. This problem is amplified even more in the case where we lack ratings due to a new user (cold-start problem). There are different solutions to deal with this problem. The first solution is to use the meta data of the new user. However, even a few ratings are more valuable than the meta data [21]. Therefore, the new user is requested to provide ratings to some items. But a well identified problem is that users are not willing to provide ratings for a large amount of items [4, 5]. Therefore, the queries presented to the new user have to be selected carefully. To address this situation active learning methods have been proposed to acquire those ratings from the new user that will help most in determining his/her interests [5, 4]. Another approach for the new user problem is to use implicit feedback. It means the recommender system uses implicit information from the user (browsing, viewing events) that can be used to quickly adjust his/her user model to his/her real taste, while interacting with the system [22]. In this paper, we focus on the active learning approach and do not deal with the other solutions.

Early active learning methods for recommender systems were developed based on Aspect Model (AM) [4, 5]. However, Matrix Factorization (MF) has been demonstrated (especially after the Netflix challenge) as being superior to other techniques. Therefore, it is promising to develop active learning methods based on this prediction model. In this paper we examine AM and MF for the new user problem in recommender systems. For this problem, in addition to the accuracy, training time of the prediction model is also important. It is because the preference elicitation of the new user is an interactive scenario and long time interruptions cause the new users to leave the conversation.

This paper is organized as follows: in section 2, related work is reviewed. In section 3, MF and AM are explained. In section 4, the training algorithms of MF and AM are compared. The experimental result is given in section 5. Finally the conclusion is stated in section 6.

2 Related Work

Active learning, in the context of the new-user problem, was introduced by Kohrs and Merialdo [9]. This work suggested a method based on nearest-neighbor collaborative filtering, which uses entropy and variance as the loss function to identify the queried items. Al Mamumur et al. [6] expanded this work, by considering the popularity of items and also personalizing the item selection for each individual user. Boutilier et al. [10] applied the metric of expected value of utility to find the most informative item to query, which is to find the item that leads to the most significant change in the highest expected ratings.

Jin and Si [4] developed a new active learning algorithm based on AM which is similar to applying active learning for parameter estimation in Bayesian networks [11]. This method uses the entropy of the model as the loss function.
However, this work does not directly minimize the entropy loss function, because the current model may be far from the true model and relying only on the current model can become misleading. To overcome this problem, this work proposes to use a Bayesian network to take into account the reliability of the current model. This Bayesian approach is, however, complex and intractable for real applications (demands excessive execution time). Harpale and Yang [5] extended [4] by relaxing the assumption that a new user can provide a rating for any queried item. This approach personalizes active learning to the preferences of each new user as it queries only those items for which users are expected to provide a rating for. Karimi et. al [12] applied the most popular item selection to AM. The results show that it competes in accuracy with the Bayesian approach while its execution time is in the order of magnitude faster than the Bayesian method.

Karimi et. al [13] developed a non-myopic active learning which capitalizes explicitly on the update procedure of the MF model. Initially, this method queries items that if the new user’s features are updated with the provided rating, it will change the features as much as possible. Its goal is to explore the latent space to get closer to the optimal features. Then, it exploits the learned features and slightly adjusts them. Karimi et. al. [14] by being inspired from existing optimal active learning for the regression task, exploits the characteristics of matrix factorization and develops a method which approximates the optimal solution for recommender systems. Karimi et. al. [15] improved the most popular item selection according to the characteristics of MF. It finds similar users to the new user in the latent space and then selects the item which is most popular among the similar users.

The idea of using decision trees for cold-start recommendation was proposed by Al Mamunur et. al [8]. Golbandi et. al [7] improved [8] by advocating a specialized version of decision trees to adapt the preference elicitation process to the new user’s responses. Zhou et. al [20] modified [7] by associating matrix factorization to decision trees. Karimi et. al [16] proposed another approach to introduce matrix factorization in decision trees which is more scalable compare to [20]. Karimi et. al [17] improved the decision trees by splitting the nodes of the trees in a finer-grained fashion. Specifically, the nodes are split in a 6-way manner instead of 3-way split. Karimi et. al [18] proposed an innovative approach for active learning in recommender systems. The main idea is to consider existing users as (hypothetical) new users and solve an active learning problem for each of them. In the end, we aggregate all solved problems in order to learn how to solve the active learning problem for a real new user.

3 Background

In this section, a short introduction to AM and MF is provided.
3.1 Aspect Model

The Aspect Model is a probabilistic latent space model, which models user interests as a mixture of preference factors [24, 25]. The latent class variables $f \in F := \{f_1, f_2, \ldots, f_k\}$ are associated with each user $u$ and each item $i$. Users and items are independent from each other given the latent class variable $f$. The probability for each observation tuple $(u, i, r)$ is calculated as follows:

$$p(r|u, i) = \sum_{f \in F} p(r|f, i)p(f|u)$$ (1)

where $p(f|u)$ is a multinomial distribution and stands for the likelihood for user $u$ to be in the latent class $f$. $p(r|f, i)$ is the likelihood of assigning item $i$ with rating $r$ for class $f$. In order to achieve better performance, the training ratings of each user are normalized with zero mean and variance 1 [25]. The parameter $p(r|f, i)$ is a Gaussian distribution $N(\mu_{i,f}, \sigma_{i,f})$ with latent class mean $\mu_{i,f}$ and standard deviation $\sigma_{i,f}$.

3.2 Matrix Factorization

Matrix Factorization is the task of approximating the true, unobserved ratings-matrix $R$. The rows of $R$ correspond to the users $U$ and the columns to the items $I$. Thus the matrix has dimension $|U| \times |I|$. The predicted ratings $\hat{R}$ are the product of two feature matrices $W : |U| \times k$ and $H : |I| \times k$, where the $u$-th row $w_u$ of $W$ contains the $k$ features that describe the $u$-th user and the $i$-th row $h_i$ of $H$ contains $k$ corresponding features for the $i$-th item. The elements of $h_i$ indicate the importance of factors in rating item $i$ by users. Some factors might have higher effect and vice versa. For a given user the element of $w_u$ measure the influence of the factors on user preferences. Different applications of MF differ in the constraints that are sometimes imposed on the factorization. The common form of MF is finding a low-norm approximation (regularized factorization) to a fully observed data matrix minimizing the sum-squared difference to it.

The predicted rating $\hat{R}$ of user $u$ to item $i$ is the inner product of the user $u$ features and item $i$ features $h_i^T w_u$. However, the full rating value is not just explained by this interaction and the user and item bias should also be taken into account. It is because part of the rating values is due to effects associated with either users or items,i.e biases, independent of any interactions.

By considering the user and item bias, the predicted rating is computed as follows [3]:

$$\hat{r}_{ui} = \mu + b_i + b_u + h_i^T w_u$$ (2)

where $\mu$ is the global average, $b_i$ and $b_u$ are item and user bias respectively. The major challenge is computing the mapping of each item and user to factor vectors $h_i, w_u \in R^K$. The mapping is done by minimizing the following squared error:
\[ \text{Opt}(S, W, H) = \sum_{(u, i) \in S} (r_{ui} - \mu - b_u - b_i - h_i^T w_u)^2 + \lambda (\|h_i\|^2 + \|w_u\|^2 + b_u^2 + b_i^2) \] (3)

where \( \lambda \) is the regularization factor, and \( S \) is the set of the \((u, i)\) pairs for which \( r_{ui} \) is known, i.e the training set. The details of MF learning algorithm is described in [3].

When MF is applied to a specific data set, the predicted ratings should be in the range of the minimum rating and maximum rating of the dataset. However, sometimes this does not happen and we have to explicitly clip them. To solve this problem we use the sigmoidal function to automatically truncate the predicted rating to the range of minimum and maximum ratings. Therefore, the predicted ratings are computed as follows:

\[ \hat{r}_{ui} = \text{MinRating} + \frac{(\text{MaxRating} - \text{MinRating})}{1 + e^{-(\mu + b_i + b_u + h_i^T w_u)}} \] (4)

### 3.3 Retraining Policy

When a new user enters the recommender system, the prediction model (AM or MF) should be updated to learn the new user latent features. As there are already a lot of users in the recommender system, training the model from scratch needs a lot of time. Therefore, we switch to online updating which means after a first training, further retraining is only done for new users.

For online updating, we use the method introduced in [23]. In this method after getting a new rating for the new user, the user’s latent features are initialized to a random setting and then learned using all ratings of the new user. The complexity of retraining is the same as the training but the size of training data, \( S \), is only the number of ratings used for online updating which is just the ratings provided by the new user.

When the online updating technique is applied in MF, the learning step should be reduced. This is because the number of training data (ratings provided by the new user) is small and updating the new user’s latent features should be done more precisely and carefully. In our experiments the learning step in the training phase is 0.01 and is reduced to 0.001 when online updating is performed.

### 4 Comparing AM and MF

The training algorithm for MF has the time complexity of [23] :

\[ O(L \times |S| \times k) \] (5)

where \( L \) is the maximum number of iterations. The learning algorithm stops if the RMSE on the training data is smaller than \( \epsilon \).

The training algorithm for AM is shown in Algorithm 1. In this algorithm, the convergence criterion is the same as the convergence criterion in MF. According
to this algorithm the time complexity of AM is \( O(L \times |S| \times k) \) which is equal to Equation 5. Therefore MF and AM have the same time complexity. However, AM needs more computations because there are two essential differences between AM and MF.

Algorithm 1: Aspect Model Training Algorithm According to [25]

```
loop {repeat until convergence}
    for \( r_{ui} \) in \( S \) do
        for \( f \leftarrow 1, \ldots, k \) do
            compute E-Step for each \( f \)
        end for
        for \( f \leftarrow 1, \ldots, k \) do
            update \( p(f|u), \mu_{i,f}, \) and \( \sigma_{i,f} \)
        end for
    end for
    for \( f \leftarrow 1, \ldots, k \) do
        normalize \( p(f|u) \)
    end for
    check the convergence
end loop
```

First, the learning algorithm of MF uses the gradient descent but AM is based on expectation maximization. While in the gradient descent the gradient is computed just by one training sample, in the expectation maximization the amount of change should be computed using all training data. This step is called E-step [24]. The time complexity of the E-step is \( O(L \times |S| \times k) \). The second difference is that as AM is a probabilistic approach, the user features must be normalized so the summation of probabilities becomes 1. But MF is an algebraic approach, so it is not necessary to normalize the user features. The time complexity of the normalization is \( O(L \times k) \). Finally though the maximum number of iterations \( L \) is the same for AM and MF (100 in our experiments), but the effective \( L \) in MF is lower than the effective \( L \) in AM, because MF converges faster than AM which consequently cuts down the training time.

5 Experimental Results

As the main challenge in applying active learning for recommender systems is that users are not willing to answer many queries in order to rate the queried items, we evaluate AM and MF with respect to their accuracy on the new users in terms of prediction error versus the number of queried items (simply denoted as number of queries). The mean absolute error (MAE) is used to evaluate the performance of each test user \( u \):

\[
MAE_u = \frac{1}{|M_u|} \sum_{i \in M_u} |r_{ui} - \hat{r}_{ui}|
\]  (6)
where $M_u$ is the set of test items of user $u$, $r_{ui}$ is the true rating of user $u$ for item $i$, and $\hat{r}_{ui}$ is the predicted rating. Since the test dataset includes multiple users, the reported MAE is the average over individual MAE for each test user.

5.1 Data Set

We use the MovieLens(100K)\(^1\) dataset in our experiments. MovieLens contains 943 users and 1682 items. The dataset was randomly split into training and test sets. The training dataset consists of 343 users (the same number used in [5]) and the rest of the users are in the test dataset. Each test user is considered as a new user. The latent features of the new user are initially trained with three random ratings. 20 rated items of each test user are separated to compute the error. The test items are not new and already appeared in the training data. The remaining items are in the pool dataset, i.e. the dataset that is used to select a query. For simplicity, we assume that the new user will always be able to rate the queried item. Of course, this is not a realistic assumption because there are items that the new user has not seen before, so it is not possible for him/her to provide the rating. As the focus of this paper is on the suitable prediction model for active learning in recommender system, we will leave this issue for future work. In our experiment, 10 queries are asked from each new user. Therefore, the pool dataset should contain at least 10 items which exist in the training data. Considering 10 queries and 20 test items, each test user has given ratings to at least 30 items. The number of latent dimensions $k$ is 10 according to [5].

5.2 Results

In this section, we compare the accuracy of the active learning algorithm based on MF with the active learning algorithm based on AM. The objective is to show that MF is a better prediction model to be used for developing the active learning algorithm. For this reason, in order to have a fair comparison we focus only on the prediction model and simply apply random selection of the queried items for both MF and AM.

Learning the new user’s features usually starts with 3 initial ratings [5, 4]. This can be done in two different ways. The first option is to add the ratings to the training user dataset and train AM or MF with all users together. The further retraining of the new user is done using the online updating technique. The second way is to train the prediction model (AM or MF) only with training users, and then train the new user with three initial ratings using the online updating technique.

For AM, both ways provide the same initial error, i.e before asking any query. But for MF, the error is lower when online updating is used from the beginning (i.e the second way). This evidence shows a new solution to improve the accuracy of MF. MF can not make accurate predictions for users with few ratings [26]. Therefore, after training all users and items, the latent features of such users

\(^1\) www.grouplens.org/system/files/ml-data0.zip
can be retrained using the online updating technique. This is an open door for further research.

![Graph showing Active Learning trends for 10 active-iterations](image)

**Fig. 1.** Active Learning trends for 10 active-iterations

Now we move on to compare MF and AM for 10 queries. Fig. 1 depicts the resulting MAE as a function of the number of queried items. MF outperforms AM, indicating its superiority as the prediction model. In addition to the accuracy, the time required to retrain the new users latent features is also important. It is because the preference elicitation of the new user is an interactive scenario and long time interruptions make the new users leave the conversation. Table 1 compares the retraining time of new users latent features in AM and MF. Although both of them have the same complexity, but due to the reasons that have already been mentioned, MF is faster than AM.

**Table 1.** Retraining time of new users latent features in AM and MF

<table>
<thead>
<tr>
<th>Aspect Model</th>
<th>Matrix Factorization</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens</td>
<td>44.5s</td>
</tr>
</tbody>
</table>
6 Conclusion

In this paper, we proposed to develop active learning methods based on matrix factorization. We compared the training algorithm of matrix factorization with the aspect model and showed that matrix factorization is faster and its accuracy is also better.

As the future work, we plan to conduct online survey to validate the significance of our offline evaluation. To this end, it is crucial to design a software with a user-friendly user interface to encourage users to cooperate with the system [19].
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